The evolution of a Müllerian mimic in a spatially distributed community
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Abstract

Strong positive density-dependence should lead to a loss of diversity, but warning-colour and Müllerian mimicry systems show extraordinary levels of diversity. Here, we propose an analytical model to explore the dynamics of two forms of a Müllerian mimic in a heterogeneous environment with two alternative model species. Two connected populations of a dimorphic, chemically defended mimic are allowed to evolve and disperse. The proportions of the respective model species vary spatially. We use a nonlinear approximation of Müller’s number-dependent equations to model a situation where the mortality for either form of the mimic decreases hyperbolically when its local density increases. A first non-spatial analysis confirms that the positive density-dependence makes coexistence of mimetic forms unstable in a single isolated patch, but shows that mimicry of the rarer model can be stable once established. The two-patch analysis shows that when models have different abundance in different places, local mimetic diversity in the mimic is maintained only if spatial heterogeneity is strong, or, more interestingly, if the mimic is not too strongly distasteful. Therefore, mildly toxic species can become polymorphic in a wider range of ecological settings. Spatial dynamics thus reveal a region of Müllerian polymorphism separating classical Batesian polymorphism and Müllerian monomorphism along the mimic’s palatability spectrum. Such polymorphism-palatability relationship in a spatial environment provides a parsimonious hypothesis accounting for the observed Müllerian polymorphism that does not require quasi-Batesian dynamics. While the stability of coexistence depends on all factors, only the migration rate and strength of selection appear to affect the level of diversity at the polymorphic equilibrium. Local adaptation is predicted in most polymorphic cases. These results are in very good accordance with recent empirical findings on the polymorphic butterflies \textit{Heliconius numata} and \textit{H. cydno}.
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1. Introduction

Traits under positive frequency- or density-dependence should not evolve polymorphisms. Indeed, the fitness of a self-reinforcing phenotype is by definition minimal when rare and maximal when common, which should lead to the exclusion of all but one phenotype in any locality. Ecologists and evolutionists have focused their attention on negatively frequency-dependent mechanisms, that may lead to protected polymorphisms at the intraspecific level (Ayala and Campbell, 1974; Haldane and Jayakar, 1963; Gigord et al., 2001 for a case study) and to stable coexistence at the community level (e.g. Bever, 1999; Tilman, 1990, review in Chesson, 2000). However, many ecological situations can cause direct self-reinforcement in some traits, such
as mutualistic host specificity in mycorrhizal fungi (Bever, 1999) or cooperative breeding in birds (Courchamps et al., 1999). Even simple assortative mating, like pollinator-mediated homogeny in flower colour, may lead to positive density-dependence (Smithson and Macnair, 1997).

Warning coloration leads to density-and frequency-dependent selection (Turner, 1984), like many processes involving signal recognition (Endler, 1988; Nowak and Krakauer, 1999). Warningly coloured prey advertize their distastefulness via conspicuous (or aposematic) colours that are learnt by the predators and subsequently avoided. Consequently, rare phenotypes are not recognized as unpalatable by predators and are therefore selected against. In this sense, aposematic coloration is perhaps one of the clearest examples of a self-reinforcing trait, which leads to phenotypic convergence across species boundaries in unpalatable prey (Müllerian mimicry, Müller, 1879) and to parasitic mimicry by palatable prey (Batesian mimicry, Bates, 1862). Müllerian mimicry, the adaptive resemblance of defended prey, therefore provides the interspecific evidence for selection towards the locally common signals in warningly coloured prey.

Under positive density-dependence, the evolution of diversity in warning colour and Müllerian mimicry is not predicted by theory: all unpalatable species of a similar size in a locality are predicted ultimately to converge on a single, locally best-protected colorpattern (Mallet and Joron, 1999). However, although most warningly coloured prey are indeed monomorphic locally, diversity is found at all taxonomic levels and geographical scales. Species radiate in different colour races over their distribution ranges, coexisting species belong to diverse mimetic groups within a locality, and some distasteful species even have multiple mimetic forms within a population (see Joron and Mallet, 1998 and references therein). In contrast, polymorphism is expected in Batesian mimicry, where edible prey mimic defended prey. Since they are parasitic to the warning function of the signal, Batesian mimics are under negative frequency-dependence and polymorphism is indeed often observed (e.g. Gordon and Smith, 1998; West, 1994).

Since experimentation on the benefits of mimicry in nature have proved difficult (but see Benson, 1972; Kapan, 2001), the dynamics of mimicry have often been studied via mathematical or simulation models. Authors have usually concentrated on identifying the possible mechanisms in prey evolution or predators’ psychology that could lead to warning colour diversification in the face of a theoretically strong homogenizing selection (Gavrilets and Hastings, 1998; Huheey, 1988; Owen and Owen, 1984; Speed, 1993; Turner et al., 1984; see Joron and Mallet, 1998 and references therein). However, the conclusions of these studies are highly dependent on the assumptions regarding the behaviour of predators, particularly their learning and forgetting functions (Speed and Turner, 1999; Turner and Speed, 1996).

More importantly, all authors looked for mechanisms that could maintain prey diversity within a population, and left aside the potential role of space. The idea that environmental heterogeneity could maintain mimicry diversity was verbally proposed by Brown and Benson (1974), and has received recent empirical support (Joron et al., 1999; Kapan, 2001). Spatial variation in the abundance of species or forms with different warning patterns should indeed translate into even greater fitness variations for the different mimics.

Here, we carry out one of the first theoretical studies of Müllerian mimicry that takes into account spatial heterogeneity, to explore the conditions under which diversity may emerge and be maintained in a mimic (see also Sasaki et al., 2002 on mimicry and moving clines). We propose an analytical model for a two-patch system where the dynamics of two conspecific mimic forms are analysed in response to four factors: unpalatability (which affects the strength of positive density-dependence), the migration rate between patches, the overall abundance of model species (which affects the average protection that the mimic enjoys due to mimicry) and the level of spatial heterogeneity in the relative abundance of the models of the two colour-patterns. We compare the dynamics of the one-and two-patch systems to highlight that taking space into account can be of crucial importance in explaining why some distasteful species are polymorphic and how the different mimicry rings may coexist. Our results match especially well recent empirical data on the spatial pattern of selection in one of the most polymorphic Müllerian mimics known, the butterfly Heliconius numata (Joron et al., 1999).

2. Model and assumptions

We consider two adjacent habitat patches containing several defended species. One of these (haploid) species, hereafter called the ‘mimic’, can be of two forms, A and B, which are identical except for colour pattern. \( N_y \) is the density of mimics of form \( i \) (\( i = A, B \)) in patch \( j \) (\( j = 1, 2 \)). Two or more other distasteful species, called ‘models’, occur in each patch, each of which has one colour pattern A or B, copied by the mimic. In the present study, the models constitute a fixed part of the mimic’s “mimetic environment” and their density is not allowed to evolve. Their local abundance is therefore not referred to by specific variables, but affects the mortality of A and B mimics in each patch (see below). Our model is an ecological model, or, if viewed as genetic, a haploid model without complications due to dominance, epistasis and other genetic interactions. For
a genetically explicit model of mimicry, see Mallet and Barton, 1989.

We follow the dynamics of the two forms of the mimic only. The total change in density of form \( i \) in patch \( j \), \( dN_{ij}/dt \), is the sum of the change due to mortality, \( D_{ij} \), the change due to migration between the two patches, \( M_{ij} \), and the change due to reproduction and competition, \( G_{ij} \). These three factors are detailed below.

2.1. Mortality

2.1.1. Density-independent mortality, patch-dependent mimic protection

The environment is heterogeneous for mimicry, i.e. the mimetic protection for each colour form is spatially variable. This is the case when the model species are not evenly distributed among habitat patches, e.g. if type-A models are more abundant than type-B models in patch 1, and vice versa in patch 2. These differences could stem, for instance, from narrow ecological requirements of the different model species, competitive exclusion, or some kind of Allee effect. Such spatial heterogeneity is found for instance in the regional distribution of some genera in the Amazon basin, especially Heliconiinae and their associated tiger-patterned mimicry rings, including polymorphic species like H. numata (Beccaloni, 1997; Brown and Benson, 1974; Joron et al., 1999). Initially, we assume equal total density of models in both habitats, but we investigate asymmetrical cases later on.

Being distasteful to predators, the models generate protection for the mimic regardless of the mimic’s palatability. In this analytical study, the models’ abundance is not allowed to change with time, so their protective effect on the mimic is a constant that we can include in the “basic mortality factors” \( d_{ij} \) of the two mimetic forms (for form \( i \) in patch \( j \)). For instance, if A models are more abundant than B models in patch 1, then A mimics suffer a lower basic mortality than B mimics in this patch: \( d_{A1} < d_{B1} \). Conversely, in patch 2, \( d_{A2} > d_{B2} \).

2.1.2. Density-dependent mortality

Most population genetics and simulation models on mimicry used a linear approximation for the frequency-dependent function: the fitness of each form was assumed to be proportional to its frequency in the population (see Gavrilets and Hastings, 1998; Mallet, 1986b; Mallet and Barton, 1989; Sasaki et al., 2002; Speed, 1993). However, because the proportion of mimics eaten during predator learning should not increase linearly with mimic density, Mallet and Joron (1999) recently suggested a more realistic density-dependent function derived from the first mathematical model of mimicry by Müller (1879). This model is called “number-dependent” because predators need to sample a certain number (“\( n_k \)” of a prey form per unit time to learn and avoid it. This idea has recently received some experimental support (Lindström et al., 2001): although probably not fixed in nature, \( n_k \) does not increase linearly with population density; the predation rate becomes a strongly nonlinear, hyperbolically decreasing function of relative prey density in the population (Lindström et al., 2001; Mallet and Joron, 1999). Under such nonlinear density-dependence, selection against very rare forms should be enhanced at very low frequencies, but should in be weakened at intermediate frequencies, thus potentially greatly affecting the maintenance of mimetic polymorphism (Mallet and Joron, 1999).

To account for such nonlinear density-dependence, the basic mortality factors \( d_{ij} \) is multiplied by \( 1/(1 + N_{ij}) \) which produces a hyperbolic decrease in mortality with the density of form \( i \) when \( 1 > 0 \). The mortality, or change in density of form \( i \) in patch \( j \) due to local predation, is

\[
D_{ij} = - \frac{d_{ij}}{1 + N_{ij}} N_{ij}
\]

Thus, Müller’s \( n_k \) (1879)—the total number of prey killed per unit time due to predator inexperience—is equivalent to \( d_{ij}/l \) when \( N_{ij} \) is large. Here, \( l \) represents the mimic’s unpalatability: for positive values of \( l \), mimics are unpalatable and favour their own survival (positive feedback through predators’ learning); if \( l \) is negative, mimics are palatable and have a deleterious effect on their own survival. Here we restrict our analysis to the case \( l > 0 \), for which the local maintenance of diversity is not predicted by theory. Mortality is highest when few individuals are present (maximum at \( d_{ij} \)), declines nonlinearly, and asymptotically approaches 0 when the density is high.

Nonlinear positive density-dependence affects the invasibility of the monomorphic equilibrium and the stability polymorphic equilibria in the two-patch system, in a way that is largely absent from classical theory on the coexistence in spatially heterogeneous populations with limited migration (Hedrick, 1986; Karlin and McGregor, 1972; Levin, 1976), where emphasis was given to directional selection within habitats or patches or competitive interactions entailing mostly negative density-dependent effects.

2.2. Migration and local demography

Mimics migrate between patches at a rate \( m \). The change in density of form \( i \) due to migration is therefore \( M_{ij} = m(N_{i2} - N_{i1}) \) in patch 1 and \( M_{i2} = m(N_{i1} - N_{i2}) \) in patch 2. The two forms within the mimetic species are assumed to compete with each other locally in either
patch. The change in density of mimic $i$ in patch $j$ due to local competition is chosen as a logistic regulation rule

$$G_{ij} = rN_{ij}[1 - (N_{Ai} + N_{Bi})/K], \quad (2)$$

where $r$ is the intrinsic growth rate and $K$ the carrying capacity in the patch. These factors are assumed equal across patches.

### 2.3. Realism and coevolution

In order to include realistic assumptions concerning the spatial dynamics and the nonlinearity of the density-dependence, while keeping the model analytically tractable, we chose to make the model simple with respect to coevolutionary dynamics. Spatially explicit model-mimic coevolutionary simulations would be an important counterpart to our results for the cases where coevolution is likely. However, we explain below why our model should be realistic in most cases.

It may seem unrealistic to consider a fixed abundance of models in the equations, because it is intuitive to think of Müllerian mimicry as a mutualistic, reciprocal interaction. However, there are theoretical and empirical reasons why Müllerian mimicry is and should be one-sided in the real world (for a review, see Mallet, 1999). Theoretical studies show that the benefits of Müllerian mimicry are much higher for the rarer species (Müller, 1879), or the less distasteful species (Mallet, 1999), so the distinction between model and mimics is not arbitrary; stronger selection in the mimic translates into a unilateral evolution of the mimicry (Turner, 1977, 1984; Mallet, 1999). Empirically, all mimic species studied have been interpreted to have evolved unidirectionally, and phylogenetic, phylogeographic, and experimental evidence from diverse Müllerian mimicry communities (two- or many-species systems) all point to a lack of coevolution (see e.g. Brower, 1996; Flanagan et al., 2004; Mallet, 1999; Plowright and Owen, 1980; Symula et al., 2001). For these reasons, we chose to concentrate on mimic evolution rather than theoretical model-mimic coevolution in this study. This in our view remains largely realistic, insofar as it amounts to assuming that the models are numerous compared to the focal species or more strongly unpalatable (Mallet, 1999; Müller, 1879), which is commonly the case in nature (see e.g. Brown and Benson, 1974; Chai, 1986; Kapan, 2001; Mallet, 1993; 1999). This assumption allowed us to put the emphasis on improving the realism of other aspects which have more empirical support than coevolution, specifically spatial dynamics and nonlinear density-dependence. For a coevolutionary model of mimicry in a single population and assuming linear frequency-dependence, see Gavrilets and Hastings (1998).

### 2.4. Final dynamical system

The total change in density of form $i$ in patch $j$ is $dN_i/dt = D_{ij} + G_{ij} + M_{ij}$. We rescaled all variables to growth rate and carrying capacity, as follows: $x_j = N_{Ai}/K$, rescaled density of form $A$ in patch $j$; $y_j = N_{Bi}/K$, rescaled density of form $B$ in patch $j$. $\lambda = K$, rescaled density-dependence factor; $\delta_{ij} = d_{ij}/r$, rescaled mortality for form $i$ in patch $j$; $\mu = m/r$, rescaled migration rate; and $\tau = r$, rescaled time unit. The rescaled variables are dimensionless. The dynamical system becomes

$$\begin{align*}
\frac{dx_j}{d\tau} &= -\frac{\delta_{Xj}}{1+\lambda x_j} x_j + (1 - x_j - y_j)x_j + \mu(x_2 - x_j), \\
\frac{dy_j}{d\tau} &= -\frac{\delta_{Yj}}{1+\lambda y_j} y_j + (1 - x_j - y_j)y_j + \mu(y_2 - y_j), \\
\frac{dx_2}{d\tau} &= -\frac{\delta_{X2}}{1+\lambda x_2} x_2 + (1 - x_2 - y_2)x_2 + \mu(x_1 - x_2), \\
\frac{dy_2}{d\tau} &= -\frac{\delta_{Y2}}{1+\lambda y_2} y_2 + (1 - x_2 - y_2)y_2 + \mu(y_1 - y_2).
\end{align*} \quad (3)$$

### 2.5. Preliminary results: Single patch dynamics

In a single isolated patch, the system is considerably simplified

$$\begin{align*}
\frac{dx_0}{d\tau} &= -\frac{\delta_{X0}}{1+\lambda x_0} x_0 + (1 - x_0 - y_0)x_0, \\
\frac{dy_0}{d\tau} &= -\frac{\delta_{Y0}}{1+\lambda y_0} y_0 + (1 - x_0 - y_0)y_0, 
\end{align*} \quad (4)$$

where the subscript 0 refers to the behaviour in a single population. By standard local linearization procedure, we prove that no coexistence is stable when the mimic is unpalatable: only one form can reside. Is such single-form equilibrium robust to replacement by the other colour type? Two situations may occur: (i) the resident has the pattern of the locally most abundant model (i.e. is ultimately better suited to the local mimetic environment); in this case, it is easy to show that a less favoured form cannot invade. (ii) The resident has the pattern of the locally less abundant model; in this case, it is easy to show that a less favoured form cannot invade. In such single-form equilibrium robust to replacement by the other colour type?
invasion by a rare alternative form. In that case, e.g. for
strong unpalatability, the focal species may mimic either
the rarer or the commoner model species, depending on
initial conditions (numerical results not shown, but see
the two-patch analysis below).

2.6. Spatial analysis: Two symmetrical populations

In the two-patch analysis that follows, we focus on the
simple symmetrical case in which \( \delta_{A1} = \delta_{B2} \) (low
mortality, good mimetic protection) and \( \delta_{A2} = \delta_{B1} \) (high
mortality, low protection). This means that the total
number of A models in patch 1 equals the total number
of B models in patch 2. Thus, the mean basic mortality
for the mimic, \( \delta \), is equal in both patches. It is
convenient to rewrite the \( \delta_y \) parameters as follows:
\( \delta_{A1} = \delta_{B2} = \delta(1 - \sigma) \) and \( \delta_{A2} = \delta_{B1} = \delta(1 + \sigma) \). The
parameter \( \sigma \) is therefore a “habitat heterogeneity”
parameter, i.e. a measure of the relative environmental
difference between the two patches. Eq. (5) becomes

\[
\lambda_0 = \frac{2\delta\sigma}{\delta(1 - \sigma)[1 - \delta(1 - \sigma)]}.
\]

In the analysis, we will first derive analytical expressions
of the stability conditions around equilibria. We will then
search numerically for the location of the stability/
instability boundaries for all parameter combinations.

3. Monomorphic equilibria in a two-patch system

3.1. Invasibility condition

If mimics of form A only are present at equilibrium
\( \{(x_1, 0), (x_2, 0)\} \), mimics of form B can increase and
establish in the two-patch system if and only if (see
Appendix B.1)

\[
(-\delta_{B1} + 1 - \hat{x}_1 - \mu)(-\delta_{A1} + 1 - \hat{x}_2 - \mu) < \mu^2
\]

(7)

Note that the equilibrium values \( \hat{x}_1 \) and \( \hat{x}_2 \) depend on
the unpalatability parameter \( \lambda \). As in the one-patch
system, there is a critical value \( \lambda_c \) such that form B can
establish in its favourable patch when \( \lambda < \lambda_c \). We give
details on the relationship between this invasibility
boundary \( \lambda_c \) and the migration rate \( \mu \) in the following
paragraph.

3.2. Shape of the invasibility boundary

(a) No migration, \( \mu = 0 \): At null migration (closed
patches), Eq. (7) becomes

\[
(-\delta_{B1} + 1 - \hat{x}_1)(-\delta_{A1} + 1 - \hat{x}_2) < 0
\]

(8)

From the results for a single patch, we know that the
alternative form may invade only in its favourable

patch, as long as the condition \( \lambda < \lambda_0 \) is met (Eq. (5)).
This value \( \lambda_0 \) is strictly positive, showing there always
exists a positive \( \lambda \) (smaller than \( \lambda_0 \)) for which
monomorphic equilibria are not stable.

(b) Fast migration: For fast migration, the two-patch
system tends to behave like a single large patch with
averaged parameters, i.e. with mortality \( \delta_{x_\infty} = (\delta_{A1} + \delta_{B1})/2 = \delta \). Therefore, the threshold value
\( \lambda_0 \) (Eq. (5)) tends towards 0 (formal proof in
Appendix B.2). Thus, for fast migration, the
monomorphic equilibrium is stable in any unpalatable
mimic.

(c) Migration of intermediate level: To obtain the values
for the monomorphic equilibrium, we searched for
the one in which \( \hat{x}_1 \) and \( \hat{x}_2 \) are positive and both \( y_1 \)
and \( y_2 \) are zero, using the Newton method for
finding roots. This equilibrium was then tested for
stability using Eq. (7). This method was repeated
spanning the range of possible parameter combinations,
to derive the shape of the invasibility boundary as a function of the different parameters.
In practice, the critical value of \( \lambda \) beyond which
invasion is impossible (denoted here as \( \lambda_c \)) was
looked for as a function of migration \( \mu \) and habitat
heterogeneity \( \sigma \). In particular, \( \lambda_c \) varies from \( \lambda_0 \) for
null migration (\( \mu = 0 \)) down to 0 for very fast
migration (\( y \rightarrow \infty \)) (Fig. 1a).

As shown above, there is a negative relationship
between \( \lambda_c \) and \( \mu \). In biological words, this means that
in a strongly unpalatable mimic, a second form cannot
establish in a two-patch system unless migration is very
slow. Conversely, under substantial migration, a second
form can establish only if the species is mildly unpalatable
(remember both forms have equal unpalatability).
In contrast, \( \lambda_c \) increases with habitat heterogeneity \( \sigma \) (Fig.
1b): in a very unpalatable mimic, heterogeneity needs to be
more pronounced for a second form to establish.

4. Coexistence of several mimetic forms

4.1. The internal equilibria

Apart from the two trivial monomorphic equilibria
studied above, at least one coexistence equilibrium may
exist. In particular, because of the symmetry in the
equations, the equilibrium where \( \hat{x}_1 = \hat{y}_1 (= \hat{x}) \) and \( \hat{x}_2 = \hat{y}_2 (= \hat{y}) \) is expected and can be called symmetric
equilibrium. These can be identified numerically.
Although we cannot prove analytically that all internal
equilibria are symmetrical or that there are no limit
cycles, our numerical search failed to find any asymme-
trical equilibrium or cycling. Therefore, we study
equilibria that have the form \( \{(x, y), (\hat{y}, \hat{x})\} \).
Fig. 1. Exclusion vs. coexistence of mimetic forms in a two-patch landscape. The boundary value of the unpalatability factor $\lambda$ separating the domains of stable vs. unstable exclusion of one mimetic form (solid line), and the domains of stable vs. unstable coexistence of the two mimetic forms (dotted line), is plotted (a) against the level of habitat heterogeneity $\sigma$, for different values of $\mu$ and (b) against the level of migration $\mu$ for different values of $\sigma$. On each graph the two curves divide the space in three zones: stable exclusion of one form (E) (form B cannot increase in numbers from an initially low density), stable coexistence of the two forms (C), and a zone in between where both coexistence and exclusion are stable (B). In the latter case, initial conditions, e.g. perturbation, determine the nature of the equilibrium reached. Note that when migration is fast or habitat heterogeneity sharp, initial conditions hardly affect the nature of the equilibrium. In zone C, in the absence of fluctuations, the polymorphism can be called “protected”, since the extinction of one form in either patch is not stable with migration. For all graphs, $\delta = 0.5$.

(b) Very fast migration: As already stated, the behaviour of a two-patch system with very fast migration tends towards that of a single patch with averaged parameters. We saw earlier that coexistence was unstable in a single patch system as soon as the unpalatability factor $\lambda$ is positive. We conclude (see Appendix C.3) that no coexistence equilibrium is stable in a two patch system with very fast migration.

(c) Migration of intermediate level: We used the Newton method for finding roots to determine the equilibria, to plot the values of $\lambda$ beyond which coexistence becomes unstable. The same qualitative relationship was found as for the invisibility boundary, with some modulations (Fig. 1). Again, strong
unpalatability and weak habitat structuring tend to destabilize coexistence, but the interaction becomes quantitatively different for slow migration: the coexistence area becomes disproportionately large, making coexistence seemingly very likely. However, we will see in the following section that the domains of attraction of these internal equilibria may get narrow under some conditions, turning mathematically stable equilibria into biologically unstable coexistence.

4.3. Local diversity at equilibrium

To investigate whether the stable polymorphic equilibria found under different parameter conditions would be relevant and detectable in sampled populations, we calculated the equilibria \(\{\hat{x}, \hat{y}\}\) numerically. Fig. 2 shows the quantity \(\hat{x}/(\hat{x} + \hat{y})\), the proportion of the dominating form in a patch (e.g. form A in patch 1), revealing which parameters have a significant quantitative influence on the equilibrium.

Migration \((\mu)\) has a large influence on the diversity at equilibrium: fast migration reduces the spatial segregation, i.e. results in higher local diversity nearly proportional to the level of population mixing (but challenges the stability of coexistence). Mean mortality \((\delta)\) also has an important quantitative effect on the coexistence: low mortality allows for high local diversity, but, again, challenges stability. More interestingly, unpalatability \((\lambda)\) and habitat heterogeneity \((\sigma)\) have little quantitative effect on the local diversity at equilibrium.

In general, this numerical study shows that robust global coexistence is usually associated with low local diversity, whereas locally diverse equilibria are close to the stability boundary of at least one parameter, making coexistence sensitive to variations of this (these) parameter(s).

4.4. Domains of attraction

Because the internal and marginal stability boundaries do not coincide \((\lambda_c\) is always higher for the internal than for the marginal equilibria), there is a region of the parameter space where one coexistence equilibrium and two monomorphic equilibria are stable simultaneously,
such that initial conditions determine which of them is reached. We studied the domains of attraction of the equilibria by numerical simulations. For each set of parameters, and for each set of initial conditions $x_1 = x_2 = a$, $y_1 = y_2 = 1 - a$ we recorded the state of the system after sufficient time to reach either extinction of one colour type or coexistence (usually $>10000$ steps). The results are shown on Fig. 3. The domain of attraction of stability gets very narrow for high values of the unpalatability parameter. By small stochastic variations in numbers, the system will escape the basin of attraction of coexistence, and shift to a very stable monomorphic state. This means that in reality the tail of the coexistence equilibrium must be truncated at high values of unpalatability. This result is similar for fast migration or weak habitat heterogeneity. Fig. 4 summarizes how the equilibria and their domains of attraction vary with the level of unpalatability $\lambda$.

### 4.5. Asymmetrical cases

Our analysis has concentrated on a case where symmetry allowed an easier analysis of the equations. Symmetry is expected to be more favourable to the maintenance of polymorphism, so we explored the potential effect on our results of asymmetry in some parameters affecting patch quality or signal efficiency. Keeping average parameters constant, we applied a patch-dependent asymmetry in the abundance of models $\delta$ (average mortality differing between the two patches), the migration $\mu$ (one patch sending more migrants), and a form-dependent asymmetry in unpalatability $\lambda$ (one form being better defended and learnt faster). We iterated the dynamics of the system until stabilization, and, as in the symmetrical system, we could not find multiple internal stable equilibria. The results show that the number of parameter combinations that allow stable polymorphism decreases when compared to the symmetrical case (Fig. 5); this was expected, since asymmetry results in one mimetic form being favoured overall. However, the important observation is that the results remained qualitatively similar to the symmetrical case: for a given level of unpalatability, strong-enough habitat heterogeneity allow the maintenance of polymorphism, and mildly unpalatable mimics can maintain polymorphism over a wider range of parameters (details in the legend of Fig. 5). Therefore, we conclude that our results are not specific to symmetrical equations, and are robust to moderate asymmetry in the parameters.

### 5. Discussion

Positive density-dependence associated with unpalatability in butterflies is essentially a case of Allee effect, as the net per capita growth rate of one form increases with its local density (Allee, 1938). The strength of this effect depends on the prey unpalatability that influences learning and memory in predators (Lindström et al., 1997). However, our equations were designed to fit the density-dependence known from warning-colour systems (Kapan, 2001; Lindström et al., 2001; Mallet and Joron, 1999). This requires a pronounced hyperbolic density-dependence, and with a curvilinearity that increases with the level of unpalatability, which is not found in more general models of Allee effects (e.g. Ferdy and Molofsky, 2002). Whilst being in general accordance with general results on the maintenance of diversity with habitat selection or spatially variable fitness (Hedrick, 1986; Karlin and McGregor, 1972; Levin, 1976) and with recent developments in understanding how spatial vs. local processes influence...
diversity (Amarasekare, 2000; Ferdy and Molofsky, 2002; Nuismer et al., 1999; Switkes and Moody, 2001),
our analysis gives important insight into the evolution of
diversity in warning colour and mimicry, and, more
generally, into the apparently paradoxical maintenance
of diversity in traits under positive density-dependence.

5.1. Dynamics of mimicry evolution in an isolated patch

In an isolated patch, two competing mimetic forms
cannot coexist, as predicted by the traditional view of
Müllerian mimicry. Transient polymorphisms may,
however be observed when a form displaces a resident
one, a phenomenon called ‘mimetic switch’ (Turner,
1984). Using coevolutionary equations, Gavrilets and
Hastings (1998) also found that transient and/or cyclical
Müllerian polymorphisms could be predicted under
some circumstances, while stable polymorphisms only
occurred in a distasteful species when a Batesian mimic
introduced negative frequency-dependent effects.

In our study, a mimetic switch will only occur if the
new form gets stronger protection than the resident one.
In other words, the mimic can only switch from the
pattern of the rarer model to the commoner model. This
condition is, however not sufficient: the mimic’s
unpalatability must also be low enough, or the
difference in abundance between the current model
and the alternative one large enough.

This equation may provide an argument against the
idea that local mimetic diversity in a place should be
constantly eroded due to one large mimicry ring
attracting more and more species (Turner, 1995). In
particular, independent mimetic changes in (hypotheti-
cal) isolated forest fragments have been considered a
major mechanism shaping mimic diversity in butter-
fies in South America (Turner, 1977; Turner and

Fig. 4. Distribution of the equilibria as a function of unpalatability ($\lambda$) and migration ($\mu$). At null migration, coexistence at the global level is always
stable, but not always reachable from a monomorphic state. If migration is not null, there is a threshold value for $\lambda$ above which no coexistence is
stable. For very fast migration, this threshold tends towards 0. For some values of $\lambda$, both coexistence and monomorphism are stable; initial
conditions will determine which equilibrium is reached. The small bar diagrams to the left give the schematic densities of the mimic’s forms A and B
in patches 1 and 2 for each equilibrium.
expected, the stability boundary shifts towards higher values of $s$ (heterogeneity in absolute mortality may be reversed for one of the forms (Brower, 1996; Mallet et al., 1996; Symula et al., 2001).

therefore quickly diversify geographically (see, e.g. mimetic association, readily adapt to local mimicry, and unpalatable species should be rather labile as to their diversity at equilibrium. Note that coexistence and exclusion depend on all factors, some factors have little effect on the phenotypic variance around either equilibrium. For instance, weak unpalatability makes polymorphism more likely at the landscape level, but does not guarantee high levels of local polymorphism (Fig. 2). Only the scale of the spatial structure ($\mu$) and the strength of selection ($\delta$) really affect the level of local diversity at equilibrium. Note that coexistence is possible even without heterogeneity in mimicry, by the sole effect of strong positive density dependence in the aposematic species (Fig. 1b), but this requires rather limited migration between patches and strong selection.

With additional patches, and with asymmetry in some parameters, the conditions for coexistence at the
landscape level may become more restrictive if the overall migration balance is biased towards one form. The maintenance of diversity should therefore depend on the spatial arrangement of the patches, especially on the convexity of the contact zones between alternative habitat types (see simulations and analytical work by Molofsky et al., 2001; Sasaki et al., 2002). In general, however, variations in density can maintain balanced clines, or trap them at density troughs (Mallet, 1993; Sasaki et al., 2002), which enhances spatial mosaics. Although it is difficult to draw general predictions as to how asymmetry and complexity might influence coexistence, this suggests that complex heterogeneous environments should make coexistence easier. Finally, Mallet and Barton’s (1989) genetic model shows that clines separating alternative mimic forms, such as those found in *H. melpomene* or *H. erato*, are wider and tend to move more slowly when selection is weak. This means that spatial segregation, and possibly mosaics, should be enhanced with weak selection and frequency-dependence, as in our model. In contrast, the effect of multi-locus genetics and epistasis on spatial coexistence is not straightforward to predict, so we think that the interplay between unpalatability and colour-pattern genetics should be considered an important avenue for future theoretical research on mimicry evolution.

5.3. Local maladaptation

In our model, a locally maladaptive situation occurs when the majority of the focal species in one patch mimics the rarer models. For coexistence equilibria, this may happen under conditions where the local environment has little differential effect on mimicry (small to null \( \sigma \), small \( \delta \), large \( \lambda \)). However, these conditions represent a narrow zone in the parameter space, and the rest of the coexistence equilibria are stable only when locally adapted. Local adaptation is generally predicted for polymorphic mimics; in case studies, we indeed observe a good correlation of local frequencies between the different forms and their respective models (Joron et al., 1999; Kapan, 2001).

The extinction of one mimic form is a more common case of maladaptive situation, attained with fast migration. Classically, the rise of the locally adapted form will be impeded in one of the populations because strong gene flow from the other population stabilizes one colour pattern in both sites (see e.g. Comins, 1977 for a similar situation with insecticide resistance). Initial conditions thus determine whether the aposmotic prey gets trapped in monomorphism, even if local adaptation would ultimately lead to a lower mortality on the whole system.

The recent coevolutionary equations analysed by Gomulkiewicz et al. (2000) and Nuismer et al. (1999) led to similar results (although the absence of intraspecific effects makes their application to warning colour only partial). Polymorphisms were maintained easily under limited migration and strong local selection, allowing for local adaptation, while fast migration and weak selection resulted in one patch type dictating the global dynamics, as in our and previous model. Spatial coevolutionary simulations of Müllerian mimicry would be an interesting extension of our equations.

5.4. Unpalatability and the position of the Batesian/ Müllerian boundary

Polymorphism appears more likely in mildly unpalatable species than in strongly unpalatable species. This result is similar, but for different reasons, to that of other studies that suggested that mildly unpalatable species may act as parasites of their models, leading to Batesian-like adaptive polymorphism. Huheey (1976, 1988) suggested that the Batesian/Müllerian mimicry boundary was not necessarily situated at the point of zero—or neutral—unpalatability of the mimic, but at the point where both mimicking species have exactly equal unpalatability, making Müllerian mimicry a purely theoretical case. Speed (1993) suggested that a transition zone between true Batesian mimicry and true Müllerian mimicry, defined as “quasi-Batesian mimicry”, was characterized by negative frequency-dependence (Batesian dynamics) in mildly unpalatable mimics.

The realism and evolutionary implications of these distinctions are debated elsewhere (Joron and Mallet, 1998; Lindström et al., 2001; Mallet, 1999; Mallet and Joron, 1999; Speed, 2001; Speed et al., 2000; Speed and Turner, 1999). However, taking space into account may shortcut the controversy. As in many cases where discrepancies between empirical data and panmictic-population theory could be clarified by considering spatial dynamics (e.g. Cheptou and Mathias, 2001), our model predicts that, by the sole effect of spatial dynamics, mildly distasteful species may maintain polymorphism where nastier species may not.

Here, if spatial structure is ignored as in previous single-population models, the monomorphism/polymorphism boundary is set at zero palatability (barred area on Fig. 6): this is the classical view of mimicry. However, such a homogeneous environment is purely theoretical. As soon as some spatial variation is added to the model, the boundary between monomorphism and polymorphism starts extending into the “unpalatability” domain of the spectrum (Fig. 6): the stronger the spatial structure (higher habitat heterogeneity for a given level of dispersal), the easier the coexistence.

Through self-reinforcement, strongly distasteful species (high \( \lambda \)) become independent of local mimicry on a broader set of environmental parameters (\( \sigma \) and \( \delta \)) than
milder species. Therefore, mild species are more likely than stronger species to adapt locally (see single patch), and very low levels of spatial heterogeneity are sufficient to maintain a migration-selection balance at the landscape level. Moreover, in a strongly distasteful species, polymorphism is stable in a narrower zone, and any small variation in habitat heterogeneity ($\sigma$) can bring the global system into the range of attraction of monomorphism (Fig. 3). Therefore, polymorphism in a strongly unpalatable species is predicted to remain only if the pattern of habitat heterogeneity is especially stable in time (see Section 5 below), further restricting the evolution of stable polymorphism in these species.

In our view, the interplay between unpalatability and the spatial structure of selection provides an alternative and parsimonious explanation for the transition zone between polymorphic Batesian mimics and monomorphic Müllerian mimics, simply because mildly distasteful species can evolve polymorphism on a broader set of ecological situations. Polymorphism can evolve in the face of local positive density-dependence, that is, although the mimic is not locally selected for polymorphism. Therefore, that some polymorphic Müllerian species such as the two-spot labybird Adalia bipunctata (Marples et al., 1989) or the butterfly Laparus doris (Turner, 1971) appear to be mildly distasteful do not support the reality of quasi-Batesian mimicry (Speed, 1993): instead, even when spatial heterogeneity is relatively low, mild species are particularly likely to evolve polymorphisms, without quasi-Batesian effects.

The implications of this result are important for our understanding of the mechanisms underlying the evolution of diversity in mimicry systems: indeed, the evolution of polymorphism in an unpalatable mimic may not depend on deleterious effects on the signal efficiency via hypothetical quasi-Batesian effects, so long as local self-reinforcement (selection for monomorphism) is stronger than the homogenizing effect of migration (Fig. 3).

### 5.5. Polymorphic mimetic butterflies

Many aposematic species display some level of polymorphism, often restricted to narrow hybrid zones, and stabilized by frequency-dependence on either side of steep clines (Mallet, 1993; Mallet et al., 1990). However, some mimic distasteful butterflies are polymorphic over wide areas, such as the butterflies Danaus chrysippus in Africa and H. numata and L. doris in South America. The migrant D. chrysippus is polymorphic in a zone that may be a broad contact zone between vast areas of colour-pattern purity (Smith et al., 1997). In contrast, H. numata maintains 2–10 sympatric forms nearly in its whole distribution range (Brown, 1976), each of which participates in a different mimetic association with ithomiine and danaine butterflies. Brown and Benson (1974) hypothesized that polymorphism is an adaptive response of H. numata to the spatio-temporal unpredictability of its mimic environment. The distastefulness of H. numata is unknown, but there is little reason to doubt that it is rather strongly unpalatable (moderate-large $\lambda$), as are closely related H. ismentius, H. ethilla and H. hecale (Brower et al., 1963; Srygley and Chai, 1990 a,b; see Joron et al., 1999 for discussion). When handled, males and females release chemical smells by wide-opening claspers or extruding yellow scent glands, as is typical of strongly distasteful insects. Our model predicts that polymorphism in H. numata could evolve if the environment is sharply heterogeneous in space and rather stable in time. In H. numata, a measure of the heterogeneity of the mimetic environment is given by the variation in local colour-pattern frequencies of the co-mimetic species Melinaea spp.: the mimetic environment was found to be strongly heterogeneous in space (large $\sigma$), with sites less than 10 km apart being dominated by radically different mimicry rings, with indications of local selection for mimicry (Joron et al., 1999). This spatial pattern was found to be stable in time over the 3-year period of this study (12–18 generations), and some evidence suggest that it is stable even on a 15-year period or more (Mallet, Lumas, Joron, unpubl. data). Since the colour-pattern in this species is inherited as a monogenic character (Brown and Benson, 1974; Joron, 2000), Joron et al. (1999) concluded that the polymorphism in H. numata is the mere result of multiple clines at a single-locus maintained by a migration-selection balance.
These results are fully consistent with the predictions of our model. Besides, the high and spatially homogeneous allozyme diversity suggest *H. numata* is fairly dispersive (Joron et al., 1999), as are the related species *H. erato* and *H. melpomene* (Mallet, 1986a; Mallet et al., 1990). Nevertheless, the frequencies of the different forms of *H. numata* were found to be spatially very well correlated to the local frequencies of their respective co-mimics *Melinaea* spp. even when nearby sites were selected for distinct colour patterns, showing local adaptation of *H. numata* to its mimetic environment. Under fast migration, our model again predicts such a local adaptation. Similarly, in other polymorphic species like *H. cydno* (Kapan, 2001; Linares, 1994) or *L. doris* (Mallet, 1999), the frequencies of the different forms are correlated to those of the respective models, although the correlation is on a wider geographic scale and the changes more gradual than in *H. numata*. Finally, sex-specific micro-habitat use such as that observed in polymorphic *H. numata* and *H. cydno*, may facilitate local adaptation (Joron, 2005; Merchan et al., 2005), which in turn enhances the importance of spatial variation in the maintenance of polymorphism in Müllerian mimics.

5.6. Conclusions: Positive density dependence and diversity

Traits under positive density-dependence are not predicted to evolve stable polymorphisms in single populations, in the absence of other balancing factors, such as unequal competitive abilities (Ferdy and Molofsky, 2002). However, although local density-dependence destabilizes coexistence, spatial processes can in many circumstances preserve coexistence at the landscape scale by stabilizing the geographical segregation of forms (Amaraskeare, 2000; Molofsky et al., 2001). The scale of this segregation compared to the dispersal abilities of the species involved will determine the level of local polymorphism that can be attained. In some instances, spatial segregation can be very fine-grained, resulting in a mosaic of populations dominated by alternative forms, but with considerable mixing and, therefore, local polymorphism (Joron et al., 1999). Positive density-dependence has this interesting property that, although a resident form may be protected from replacement by other phenotypes, all phenotypes are a priori equally robust to replacement once established. This means that if temporary relaxing in the density-dependent mechanisms (here: fluctuations in predator populations or in habitat heterogeneity) result in phenotypic shifts in some populations via local drift or migration, novel or alien phenotypes can repeatedly pop-up as pockets in the landscape, which resist further replacements, and can potentially expand (Mallet and Barton, 1989; Molofsky et al., 2001; Sasaki et al., 2002).

Thus, despite favouring local monomorphism, positive density-dependence can strongly contribute to a higher diversity at the landscape level.

Acknowledgements

We thank S. Gavrilets, S. van Doorn, and J.-B. Ferdy, C. Jiggins, and two anonymous referees for their comments and suggestions on the model and the manuscript. J. Mallet and I. Olivieri for discussions and support. This work was initiated thanks to YI’s visit to the Université de Montpellier II as a visiting professor in 2000. MJ acknowledges the French Ministry of Higher Education and Research, the CNRS, and the European Union’s TMR program for financial support.

Appendix A. Analysis for a single patch

A.1. Condition for a rare form to displace a locally maladapted form

Let \( y_0^{(B)} \) be the equilibrium density reached by form B alone in a single patch with \( \delta_B > \delta_A \), i.e. defined by the second line of Eq. (4) in text with \( x_0 = 0 \):

\[
\dot{y}_0^{(B)} = 1 - \frac{\delta_B}{1 + \lambda y_0^{(B)}}. \tag{A.1}
\]

The condition for form A invading the patch is \( \delta_B > \delta_A (1 + \lambda y_0^{(B)}) \). Because \( y_0^{(B)} \) increases as \( \lambda \) increases and as mortality decreases, there may exist a threshold value for \( \lambda \), \( \lambda_0 \), above which A cannot invade

\[
\lambda_0 = \frac{\delta_B - \delta_A}{\delta_A (1 - \delta_A)}.
\]

Appendix B. Two patches, exclusion of one form

B.1. Invasibility condition

If only mimics of form A are present, and provided that mortality is sufficiently low to allow the populations to be maintained in both patches (\( \delta < 1 \)), A will reach the equilibrium \( (\hat{x}_1, \hat{x}_2) \), defined by the first and third lines of Eq. (3) in text, with \( y_1 = 0 \) and \( y_2 = 0 \). Obviously, \( \hat{x}_1 \) is higher than \( \hat{x}_2 \) because of a lower mortality for form A in patch 1. When \( y_1 \) and \( y_2 \) are very small, their differential equations become

\[
\frac{d}{d\tau} \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = \begin{pmatrix} -\delta_L + 1 - \hat{x}_1 - \mu & \mu \\ \mu & -\delta_S + 1 - \hat{x}_2 - \mu \end{pmatrix} \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}. \tag{B.1}
\]

Type B mimics can then establish in the system if and only if the dominant eigenvalue of the transition matrix
in Eq. (B.1) is positive, that is, only if Eq. (7) in text holds.

**B.2. Exclusion of one form for very fast migration**

When the migration rate $\mu$ is very large, the difference between $x_1$ and $x_2$ would quickly become very small (of the magnitude of $1/\mu$). Then, by contracting the equations for their average, we can derive that both $x_1$ and $x_2$ would approximately converge to the value $\bar{\chi}_\infty$ defined by

$$1 - \bar{\chi}_\infty = \frac{\delta_\infty}{1 + \lambda \bar{\chi}_\infty}$$  \hspace{1cm} (B.2)

in which $\delta_\infty$ is the average of $\delta_S$ and $\delta_L$ [i.e. $\delta_\infty = (\delta_S + \delta_L)/2$]. The equilibrium $\{\bar{x}_1, 0, \bar{x}_2, 0\}$ reached by form A alone ($y = 0$) can be written $\bar{x}_1 = x_\infty^{(A)} + \epsilon$ and $\bar{x}_2 = x_\infty^{(A)} - \kappa$, where $\epsilon$ and $\kappa$ are of the order of $1/\mu$. The instability condition given by Appendix B.1 is therefore

$$-\delta_L + 1 - x_\infty^{(A)} - \epsilon \left( -\delta_S + 1 - x_\infty^{(A)} + \kappa \right)$$

$$-\mu \left( -\delta_S - \delta_L + 2 - 2x_\infty^{(A)} - \epsilon + \kappa \right) < 0$$ \hspace{1cm} (B.3)

When $\mu$ tends to infinity, the sign of the left-hand side of inequality (B.3) is that of the leading term in $\mu$. Therefore, the instability condition becomes

$$-\delta_S - \delta_L + 2 - 2x_\infty^{(A)} - \epsilon + \kappa > 0.$$ \hspace{1cm} (B.4)

Using the definitions of $\delta_\infty$ and $x_\infty^{(A)}$, we can rewrite inequality (B.4) as $-2\delta_S x_\infty^{(A)}/(1 + \lambda x_\infty^{(A)}) + \epsilon - \kappa > 0$, which cannot hold if $\lambda$ is positive, because we assume $\epsilon$ and $\kappa$ are both small. Hence a new form can never invade.

**Appendix C. Two patches, coexistence**

**C.1. Existence of several coexistence equilibria**

With null habitat heterogeneity ($\sigma = 0$), and when coexistence is stable, two alternative stable coexistence equilibria exist where the two patches are fixed or dominated by alternative forms (see text). For two stable equilibria to be possible, $\lambda$ has to be large enough ($\lambda > \lambda_1$) for local density-dependence to offset migration and habitat difference when $\sigma \neq 0$, and small enough ($\lambda < \lambda_2$) for global coexistence to be stable. When $\sigma = 0$, the unstable coexistence equilibrium $E$ is fully symmetrical, with $\hat{x}_1 = \hat{x}_2 = \hat{y}_1 = \hat{y}_2 \; (< 0.5)$. Since $\sigma = 0$, the two alternative coexistence equilibria are stable for the same values of parameters; hence we are looking for the conditions where the unstable equilibrium $E$ splits into 3 equilibria. With $\sigma = 0$, $\lambda_1$ and $\lambda$ are found when $y = \hat{x}$

$$\frac{dy}{dx} = 1,$$ \hspace{1cm} (C.1)

Analytical resolution of Eq. (C.1) shows that $\lambda_1$ and $\lambda_2$ exist only if $\delta > 8\mu$. Therefore, since $0 < \delta < 1$ (for the two patches to be viable), there can be several coexistence equilibria only if $\mu < 0.125$, i.e. when $\mu$ is sufficiently small. When $\mu > \delta/8$, only one coexistence equilibrium is possible, the $\delta > 8\mu$, the range where several coexistence equilibria exist is bounded by two values $\lambda_1$ and $\lambda_2$. When $\sigma = 0$ and $\mu = 0$, the two patches are isolated, so $\lambda_1 = \lambda_0 = 0$ and $\lambda_2 \to +\infty$, whence three coexistence equilibria (two stable and one unstable) exist for all positive values of $\lambda$. Isoclines on Fig. 7 show how one equilibrium splits into three equilibria as migration becomes very small.

**C.2. Stability condition for symmetrical coexistence**

Around the symmetrical equilibria, the Jacobi matrix of the system, $J_{sym}$, can be written as:

$$J_{sym} = \begin{pmatrix} P & -\hat{x} & \mu & 0 \\ -\hat{y} & Q & 0 & \mu \\ \mu & 0 & Q & -\hat{y} \\ 0 & \mu & -\hat{x} & P \end{pmatrix},$$

where

$$P = \frac{-\delta_S}{(1 + \lambda \hat{x})^2} + 1 - 2\hat{x} - \hat{y} - \mu,$$

$$Q = \frac{-\delta_L}{(1 + \lambda \hat{y})^2} + 1 - 2\hat{y} - \hat{x} - \mu.$$ \hspace{1cm} (C.2)

Setting the transform $\bar{\zeta}_1 = x_1 + y_2$, $\bar{\zeta}_2 = y_1 + x_2$, $\eta_1 = x_1 - y_2$, $\eta_2 = y_1 - x_2$, the system becomes:

$$\begin{pmatrix} \dot{\bar{\zeta}}_1 \\ \dot{\bar{\zeta}}_2 \\ \dot{\eta}_1 \\ \dot{\eta}_2 \end{pmatrix} = \begin{pmatrix} P & -\hat{x} + \mu & 0 & 0 \\ -\hat{y} + \mu & Q & 0 & 0 \\ 0 & 0 & P & -\hat{x} - \mu \\ 0 & 0 & -\hat{y} - \mu & Q \end{pmatrix} \begin{pmatrix} \bar{\zeta}_1 \\ \bar{\zeta}_2 \\ \eta_1 \\ \eta_2 \end{pmatrix}. \hspace{1cm} (C.3)$$

The stability analysis of the matrix above can be decomposed into the analysis of two $2 \times 2$ submatrices.
Hence, the system is stable if and only if the following three inequalities hold:
\[ P + Q < 0, \]
\[ PQ - (\dot{x} - \mu)(\dot{y} - \mu) > 0, \]
\[ PQ - (\dot{x} + \mu)(\dot{y} + \mu) > 0. \]  
(C.4)

The second inequality is satisfied if the third inequality holds. Besides, all the cases we studied for the shape of the stability boundary satisfied \( P + Q < 0 \), though we could not prove it in general. Hence the stability condition is the third inequality in Eq. (C.4).

**C.3. Unstable coexistence for very fast migration**

Let us consider the same single big patch as in Appendix B, where the mortality parameter is \( \delta_\infty = (\delta_S + \delta_L)/2 \) for both forms (in other words, \( \sigma = 0 \)). Because of this symmetry, the only internal equilibrium is \( \hat{x}_\infty (= \hat{x}_1 = \hat{y}_1) \), defined by
\[
\frac{-\delta}{1 + \lambda \hat{x}_\infty} + 1 - 2\hat{x}_\infty = 0 \tag{C.5}
\]

This equilibrium is unstable (Appendix A).

In a two-patch system, let us now consider the case where \( \mu \to +\infty \). The internal equilibrium can be written \((\hat{x}, \hat{y}) = (\hat{x}_\infty + \epsilon, \hat{x}_\infty - \kappa)\), where \( \epsilon \) and \( \kappa \) are small entities of the order of \((1/\mu)\). The stability condition of this equilibrium can be written
\[
-\mu G + o(\mu) > 0, \text{ where } G \text{ is a function of } \hat{x}_\infty, \delta_S, \delta_L, \lambda, \epsilon \text{ and } \kappa.
\tag{C.6}
\]

If \( \mu \) is very large, Eq. (C.6) is equivalent to \( G < 0 \). Using Eq. (C.5), \( G < 0 \) becomes
\[
(1 - 2\hat{x}_\infty) \frac{\lambda \hat{x}_\infty}{1 + \lambda \hat{x}_\infty} < 0. \tag{C.7}
\]

Since \( \hat{x}_\infty < 0.5 \), Eq. (C.7) is never verified if \( \lambda > 0 \), and always verified if \(-1/\hat{x}_\infty < \lambda < 0 \). We conclude that for \( \mu \to +\infty \), the internal equilibrium is unstable for all positive values of \( \lambda \), and always stable for negative values of \( \lambda \).
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